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1.0 Summary 
Humidity and water vapor δD and δ18O measurements were collected for one year (March 1, 2018 to 
February 28, 2019) at the U.S. Department of Energy (DOE) Atmospheric Radiation Measurement 
(ARM) user facility observatory on Graciosa Island, Azores. Continuous in situ measurements were 
collected in the boundary layer using a Los Gatos Research (LGR) triple water vapor isotope analyzer 
(TWVIA). Stable isotope measurements were corrected for humidity-induced bias, calibrated to 
international standards, accounted for time-drift, and are presented as 3-hour averages. The uncertainties 
in the data are 1.75‰ for δD and 0.95‰ for δ18O. 

Measurements of water vapor stable isotopes (δD and δ18O) have been shown to be useful tracers of the 
atmospheric hydrologic cycle, providing more information than humidity measurements alone.1,2 The 
physical basis for using water vapor isotopes in hydrologic studies stems from the mass-dependent 
fractionation that takes place during phase change throughout the hydrologic cycle.3 Previous 
investigations have demonstrated the ability of water vapor isotopes to uniquely inform us about 
transport, mixing, and phase-change that water vapor undergoes in the atmosphere.2,4–14 As the climate 
warms, it is increasingly critical to better understand the current processes influencing the atmospheric 
portion of the hydrologic cycle to advance our understanding of how this cycle may change under future 
warming conditions. 

The development of commercial laser-based spectroscopy has provided a key method to make continuous 
in situ measurements of stable isotopes of water vapor. Previous work has reported continuous 
measurements at a wide variety of locations. In 2017, cruise data were published that included 
measurements spanning from 4° South to 63° North between 2012 and 2015 in the Atlantic Ocean.15 In 
2019, data from North America, Europe, Asia, Africa, Australia, Greenland, Antarctica, and oceanic 
measurements between Australia and Antarctica measured between 2004 and 2017 were published.16 In 
this paper, we present a one-year data set of water vapor stable isotope and humidity measurements from 
Graciosa Island, Azores, located in the North Atlantic Ocean (Figure 1). 

 
Figure 1. Location map of measurement site. 
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Although similar measurements were recorded in the North Atlantic Ocean region during the STRASSE 
and RARA AVIS research cruises,15 those measurements took place over a much shorter period than our 
study. The measurements reported from the cruises also included constant locational changes whereas the 
measurements reported in this study keep a consistent location throughout the study period. The 
midlatitude region of the North Atlantic Ocean experiences pronounced seasonal changes with the 
build-up of the Azores-Bermuda high-pressure system in the late summer and early fall and the frequent 
crossings of the North Atlantic Storm Track between early fall and spring. The location of a DOE ARM 
observatory on Graciosa Island, Azores provides the opportunity to study how water vapor isotopes and 
humidity measurements change in response to annual, seasonal, daily, and sub-daily atmospheric 
dynamics recorded by the wide suite of instruments hosted at the facility. 

Humidity and water vapor stable isotope measurements were recorded at the ARM facility on Graciosa 
Island (latitude 39.0916° N, longitude 28.0257° W, altitude 30 m, approximately 1 km from the coast) 
between March 1, 2018 and February 28, 2019. Measurements were recorded using an LGR TWVIA. 
Raw measurements were corrected for humidity-induced bias and calibrated to the Vienna Standard Mean 
Ocean Water – Standard Light Antarctic Precipitation (VSMOW-SLAP) scale. We additionally accounted 
for time-drift in the isotopic composition of standard waters and the LGR instrument. Humidity 
measurements recorded by the LGR were compared to local meteorological equipment17 to confirm 
accuracy. We compare consistency between trends in the data to similar North Atlantic measurements.18 
Changes in humidity and water vapor isotopic composition are correlated to changes in sea surface 
temperature (SST).19 

2.0 Results 
Multiple data processing steps were completed to account for humidity-induced bias, calibration to 
international standards, time drift in the δ values of standard waters, and independent verification of the 
analyzer’s humidity measurements, in accordance with standard procedures.2 

A well-documented source of measurement bias is caused by the tendency of the analyzer to report 
isotope ratios as a function of humidity.20,21 This relationship is generally found to be non-linear and 
unique to the individual isotope analyzer, the isotope ratio measured, and the humidity at which 
measurements are recorded.20,22 Correcting for humidity-induced bias is highly important, as not doing so 
may lead to d-excess bias greater than 25‰.23 Three secondary standards (Deionized Water, Greenland 
Meltwater, and South Pole Meltwater) with a broad span of δ values were deployed with the analyzer on 
Graciosa Island. The standards were run throughout the instrument’s deployment at approximately 
20-hour intervals with a range of mixing ratios spanning the range of local ambient humidity. Resulting 
measurements from Deionized Water were used to correct for the instrument’s humidity dependence by 
generating three-dimensional surface fits for δD and δ18O. The standard Deionized Water was chosen to 
generate this fit because its δ values were closer to average ambient air δ values observed on Graciosa 
Island than the remaining secondary standards. The humidity-dependent surface fits plot bias (bias = 
known δ – measured δ) as a function of mixing ratio and the time the standard was run (Figure 2), which 
corrects for humidity-induced bias as well as time-drift in the analyzer’s humidity-induced bias. 
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Figure 2. Surface fit developed to correct for humidity-induced bias. The surface fit is generated using 

individual measurements of the Deionized Water secondary standard recorded throughout the 
isotope analyzer’s deployment. Humidity-induced bias (δ) is reported as a function of 
humidity (mixing ratio, ppm) and time (February 2018 to March 2019). A surface fit of 
humidity-induced bias is developed using MATLAB’s curve-fitting toolbox (using locally 
weighted scatterplot smoothing (LOWESS) linear regression with span = 30, robust = 
bisquare, and center and scale = on). Panel a shows humidity-dependent bias for δD and 
Panel b shows humidity-dependent bias for δ18O. For δD, root-mean-square error (RMSE) = 
0.9723. For δ18O, RMSE = 0.6374. 

After correcting for humidity-induced bias, the isotope observations must be calibrated to the 
international VSMOW-SLAP scale. This was accomplished by using measurements from all three 
standard waters to generate additional surface fits for δD and δ18O plotting the known δ value of the 
standard waters as a function of the humidity-corrected δ value and the time at which the standard water 
was measured (Figure 3). 
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Figure 3. Surface fit developed to calibrate to the international VSMOW-SLAP scale. The surface fit is 

generated using individual measurements from all three of the standard waters recorded 
throughout the isotope analyzer’s deployment. The standard water’s known δ is reported as a 
function of the standard’s humidity-corrected measurement (δ) and time (February 2018 to 
March 2019). A surface fit of the VSMOW-SLAP calibration was developed using 
MATLAB’s curve-fitting toolbox (using a 1x1 polynomial, and robust = off, center and scale 
= off). Panel a shows VSMOW-SLAP correction for δD and Panel b shows VSMOW-SLAP 
correction for δ18O. For δD, RMSE = 1.221. For δ18O, RMSE = 0.6715. 

By incorporating time in the surface fits, long-term variability in the instrumental VSMOW-SLAP scale 
could be accounted for in the calibration of ambient air observations.18 

Time-drift in the δ values of standard waters was monitored throughout the analyzer’s deployment. Some 
degree of change was expected due to fractionation associated with partial evaporation occurring during 
periodic opening and closing of standard water storage containers and bubbling of air into the water 
during the purge cycle of the Water Vapor Isotope Standard Source (WVISS) calibration unit during 
standard water analysis. Changes in the isotopic composition of standard waters was mitigated by storing 
waters in large volumes (1-gallon containers), decreasing the overall effect of fractionation. Standard 
waters were measured periodically throughout the field deployment and recorded changes were found to 
be within analytical uncertainty. Due to the lack of any recordable change in the δ values of the standard 
waters, an average value was calculated for each standard’s δ values (Table 1) and that average was used 
as the known δ value for the above-described humidity-induced bias correction and VSMOW-SLAP 
calibration. 
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Table 1. Average isotopic composition of secondary standard waters. To account for time-drift, the 
isotopic composition of three secondary standard waters was measured multiple times 
throughout the isotope analyzer’s deployment in the Azores. Any recorded time-drift was 
found to be within analytical uncertainty. The above values are averages from the different 
measurements times and are the values used to complete the humidity-induced bias correction 
and VSMOW-SLAP calibration. 

Secondary Standard δD (‰) δ18O (‰) 

Deionized Water -18.2 -2.94 

Greenland Meltwater -271.8 -35.10 

South Pole Meltwater -357.7 -46.00 

The analyzer’s humidity measurements are compared to those recorded by the ARM meteorological 
station17 (met station). The isotope analyzer reports humidity in mixing ratio using units of parts per 
million (ppm), while the ARM met station records relative humidity, pressure, and temperature, which 
was converted to mixing ratio for comparison. During the field deployment, there was an average 
difference between the met station mixing ratio and the analyzer’s mixing ratio of 2.6% (Figure 4). 

 
Figure 4. Mixing ratio (ppm) measured by the isotope analyzer compared to mixing ratio of the local 

ARM met station. Measurements are used to calculate the average percent difference between 
the two instruments, where the percent difference = [(ARM mixing ratio – isotope analyzer 
mixing ratio)/ARM mixing ratio]x100. A period between September 5, 2018 and October 17, 
2018 is removed from this calculation due to prolonged anomalously low mixing ratio values 
recorded by the ARM met station. Average percent difference = 2.6%. 

2.1 Data Quality Control 

The following data correction steps were considered to ensure the quality of the data presented in this 
paper: 

1. Filtering time periods that may be influenced by memory. 

2. Filtering time periods where external dew point was higher than the shipping container temperature. 
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A common complication with isotope analyzers is the influence of memory on reported measurements.20 
This is especially true when switching measurements between sources that have very different isotopic 
values, such as between ambient air measurements and standard waters, or vice versa. The first standard 
measurement following a change of measurement source is typically the furthest from the final measured 
isotope ratio.20,22,24–26 To avoid the influence of ambient air memory on standard water measurements, we 
remove the first set of measurements of daily standard water measurements from consideration when 
constructing the surface fits for humidity-induced bias correction and calibration to VSMOW-SLAP. 
Similarly, periods of ambient air measurements immediately following daily standard measurements were 
removed from the data set to avoid memory from the standard waters influence on the δ value reported by 
the analyzer’s ambient air measurement. It was determined that removing one hour of the data recorded 
following the daily standard measurements was sufficient to ensure no influence of memory. 

In the transition from the spring to summer season, the outside ambient air dew point would occasionally 
rise above the temperature inside the shipping container housing the isotope analyzer. Under these 
conditions, and despite our best efforts to heat and insulate the entire system, condensation would rarely 
occur in the tubing between the inlet and the isotope analyzer, resulting in the analyzer reporting 
anomalous oscillations in the ambient air mixing ratio. Following observations of the oscillations on June 
15, 2018, additional insulation was added to cover all fittings on the analyzer and WVISS. After adjusting 
the instrument set-up, humidity oscillations were no longer observed. Periods when the humidity 
oscillation had occurred were removed from the final data set and are recorded in Table 2. 

Table 2. Time periods removed from data set due to humidity oscillations. The table documents the 
periods of time removed from the final data set due to the occurrence of humidity oscillations 
recorded by the isotope analyzer due to condensation occurring in the tubing between the 
inlet and where the tubing entered the shipping container. This issue was identified and the 
physical set-up of the equipment was adjusted in mid-June (the heating cable and insulating 
material was extended to cover all tubing between the analyzer and the inlet). After a lag 
following the fix, the analyzer consistently ran smoothly in late June. 

Humidity Oscillation Time Periods 

May 18 2018 09:46:21 − May 20 2018 17:19:52 

May 25 2018 07:09:02 − May 25 2018 15:57:47 

May 31 2018 21:00:50 − June 02 2018 19:38:05 

June 03 2018 21:10:01 − June 06 2018 04:49:14 

June 12 2018 07:01:21 − June 16 2018 21:53:55 

June 19 2018 21:45:53 − June 20 2018 10:54:33 

June 27 2018 05:59:48 − June 28 2018 11:00:33 
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2.2 Uncertainty Analysis 

There are four sources of uncertainty introduced at different stages during the data collection and 
processing. These include: 

1. Instrument precision. 

2. Uncertainty in the secondary standards. 

3. Humidity-correction uncertainty. 

4. VSMOW-SLAP calibration uncertainty. 

Uncertainty in the precision of the isotope analyzer is quantified using the standard error calculated from 
secondary standard injections (Equation 1). 

 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑠𝑠𝑠𝑠.𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
�𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑝𝑝𝑝𝑝𝑝𝑝 3 ℎ𝑜𝑜𝑜𝑜𝑜𝑜 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

  (1) 

We divide the average standard deviation of the δD and δ18O for all secondary standard measurements 
recorded throughout the analyzer’s deployment by the square root of the number of 10-second samples 
that make up each final reported 3-hour average isotope measurements (1080 10-second samples are used 
to calculate a 3-hour average). The uncertainty from instrument precision was calculated to be 0.01‰ for 
δD and 0.005‰ for δ18O. 

The isotopic composition of secondary standards was measured at the University of New Mexico’s 
(UNM) Center for Stable Isotopes (CSI) laboratory using a Picarro L2140-I high-precision isotopic water 
analyzer. Instrument precision reported by UNMs CSI was generally 0.8‰ for δD and 0.2‰ for δ18O. 

Uncertainty introduced by using surface fits to account for humidity-induced bias and calibrate to 
VSMOW-SLAP were quantified using the RMSE of each surface fit. The surface fit to correct for 
humidity-induced bias had an RMSE of 0.9723‰ for δD and 0.6374‰ for δ18O. The surface fit to 
calibrate to VSMOW-SLAP had an RMSE of 1.221‰ for δD and 0.6715‰ for δ18O. 

Uncertainty from each step is propagated in quadrature (Equation 2) to calculate a total uncertainty of 
each isotopologue measurement. Final uncertainty was determined to be 1.75‰ for δD and 0.947‰ for 
δ18O. 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 =

�
(𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)2 + (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢)2 +

(ℎ𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢)2 + (𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑊𝑊 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢)2 (2) 

2.3 Technical Validation 

The data presented in this study has undergone all standard procedures,2 including correcting for 
humidity-induced bias, calibrating to the international VSMOW-SLAP scale, accounting for time-drift in 
the isotope analyzer,18 and verifying humidity measurements (Figure 5). 
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Figure 5. Timeseries of δD (‰), δ18O (‰), d-excess (‰), and mixing ratio (ppm) for March 1, 2018 

through February 28, 2019. δD and δ18O have been corrected for humidity-induced bias and 
calibrated to the international VSMOW-SLAP scale. The deuterium excess parameter is 
calculated from the corrected/calibrated δD and δ18O. 

The secondary standards in this study were calibrated to the international VSMOW-SLAP scale. They 
were additionally monitored throughout the instrument’s one-year deployment for time-drift due to partial 
evaporation occurring during periodic opening and closing of standard water storage containers and 
bubbling of air into the water during the purge cycle of the calibration unit during standard water 
injections. 

We compare trends in the data from Graciosa Island to the most similar oceanic study location with 
published data to inform certainty of trends observed on Graciosa Island, Azores. Previous work18 
reported 500 days of continuous humidity and water vapor isotopic measurements from the Bermuda 
Islands between November 2011 and June 2013. A comparison of the two data sets indicates similar 
averages, ranges, and seasonal trends in the reported δ values. In 2012, the Bermuda data set had an 
annual average δD (δ18O) of -80.8‰ (-11.81‰) whereas the Azores data set had an annual average δD 
(δ18O) of -86.7‰ (-12.71‰) between March 2018 and February 2019. The range of observed isotopic 
values was similar between the two study locations, but Graciosa Island observations were slightly 
broader. For example, Graciosa Island (Bermuda) δ18O ranged between -20.90‰ and -8.72‰ (generally 
between -16‰ and -8‰). The more isotopically depleted averages and broader isotopic range observed 
on Graciosa Island compared to Bermuda can be explained by the location of the Azores further north 
with the latitude effect,t3 whereby δD and δ18O values decrease with increasing latitude. The observed 
relation of δD and δ18O (d-excess) maximums (minimums) in the summer and minimums (maximums) in 
the winter are consistent between both study locations. Additionally, we observe a notable correlation (R2 
= 0.56) between SST19 and the mixing ratio recorded by the isotope analyzer on Graciosa Island. 
Comparing SST with observations of δD and δ18O values indicate these measurements have a much 
smaller dependence on SST (R2 = 0.12 for δD and R2 = 0.09 for δ18O). Previous work6 has observed 
similar shifts in humidity in response to changes in SST when considering cruise data from the North 
Atlantic Ocean in 2012 and 201515 as well as the data set from Bermud.a18 



J Galewsky, February 2021, DOE/SC-ARM-19-027 

9 

3.0 References 
1. Gat, JR. 1996. “Oxygen and Hydrogen Isotopes in the Hydrologic Cycle.” Annual Review of Earth 

and Planetary Sciences 24: 225–262, https://doi.org/10.1146/annurev.earth.24.1.225 

2. Galewsky, J, HC Steen-Larsen, RD Field, J Worden, C Risi, and M Schneider. 2016. “Stable isotopes 
in atmospheric water vapor and applications to the hydrologic cycle.” Review of Geophysics 
54(4): 809–865, https://doi.org/10.1002/2015RG000512 

3. Sharp, Z. 2017. Principles of Stable Isotope Geochemistry. 385, 
https://doi.org/10.5072/FK2GB24S9F 

4. Dansgaard, W. 1964. “Stable isotopes in precipitation.” Tellus 16(4): 436–468, 
https://doi.org/10.1111/j.2153-3490.1964.tb00181.x 

5. Benetti, M, G Reverdin, G Aloisi, and A Sveinbjörnsdóttir. 2017. “Stable isotopes in surface waters 
of the Atlantic Ocean: Indicators of ocean-atmosphere water fluxes and oceanic mixing processes.” 
Journal of Geophysical Research − Oceans 122(6): 4723–4742, 
https://doi.org/10.1002/2017JC012712 

6. Benetti, M, J-L Lacour, AE Sveinbjörnsdóttir, G Aloisi, G Reverdin, C Risi, AJ Peters, and 
HC Steen-Larsen. 2018. “A Framework to Study Mixing Processes in the Marine Boundary Layer 
Using Water Vapor Isotope Measurements.” Geophysical Research Letters 45(5): 2524–2532, 
https://doi.org/10.1002/2018GL077167 

7. Craig, H, and LI Gordon. 1965. Deuterium And Oxygen 18 Variations in the Ocean and the Marine 
Atmosphere. Pisa, Consiglio nazionale delle richerche, Laboratorio de geologia nucleare. 

8. Merlivat, L, and J Jouzel. 1979. “Global climatic interpretation of the deuterium-oxygen 18 
relationship for precipitation.” Journal of Geophysical Research – Atmospheres 84(C8): 5029−5033, 
https://doi.org/10.1029/JC084iC08p05029 

9. Gedzekman, SD. 1988. “Deuterium in water vapor above the atmospheric boundary layer.” Tellus B: 
Chemical and Physical Meteorology 40(2): 134–147, https://doi.org/10.3402/tellusb.v40i2.15634 

10. Galewsky, J, and JV Hurley. 2010. “An advection-condensation model for subtropical water vapor 
isotopic ratios.” Journal of Geophysical Research − Atmospheres 115(D16): 1–10, 
https://doi.org/10.1029/2009JD013651 

11. Noone, D. 2012. “Pairing measurements of the water vapor isotope ratio with humidity to deduce 
atmospheric moistening and dehydration in the tropical midtroposphere.” Journal of Climate 
25(13): 4476–4494, https://doi.org/10.1175/JCLI-D-11-00582.1 

12. Samuels-Crow, KE, J Galewsky, DR Hardy, ZD Sharp, J Worden, and C Braun. 2014. “Upwind 
convective influences on the isotopic composition of atmospheric water vapor over the tropical 
Andes.” Journal of Geophysical Research – Atmospheres 119(12): 7051–7063, 
https://doi.org/10.1002/2014JD021487 

13. Benetti, M, G Aloisi, G Reverdin, C Risi, and G Sèze. 2015. “Importance of boundary layer mixing 
for the isotopic composition of surface vapor over the subtropical North Atlantic Ocean.” Journal of 
Geophysical Research − Atmospheres 120(6): 2190–2209, https://doi.org/10.1002/2014JD021947 

https://doi.org/10.1146/annurev.earth.24.1.225
https://doi.org/10.1002/2015RG000512
https://doi.org/10.1111/j.2153-3490.1964.tb00181.x
https://doi.org/10.1002/2017JC012712
https://doi.org/10.1002/2018GL077167
https://doi.org/10.1029/JC084iC08p05029
https://doi.org/10.3402/tellusb.v40i2.15634
https://doi.org/10.1029/2009JD013651
https://doi.org/10.1175/JCLI-D-11-00582.1
https://doi.org/10.1002/2014JD021487
https://doi.org/10.1002/2014JD021947


J Galewsky, February 2021, DOE/SC-ARM-19-027 

10 

14. Galewsky, J, and D Rabanus. 2016. “A Stochastic Model for Diagnosing Subtropical Humidity 
Dynamics with Stable Isotopologues of Water Vapor.” Journal of the Atmospheric Sciences 
73(4): 1741–1753, https://doi.org/10.1175/JAS-D-15-0160.1 

15. Benetti, M, HC Steen-Larsen, G Reverdin, AE Sveinbjornsdöttir, G Aloisi, MB Berkelhammer, 
B Bourles, D Bourras, G de Coetlogon, A Cosgrove, A-K Faber, J Grelet, SB Hansen, R Johnson, 
H Legoff, N Martin, AJ Peters, TJ Popp, T Reynaud, and M Winther. 2017. “Stable isotopes in the 
atmospheric marine boundary layer water vapour over the Atlantic Ocean, 2012–2015.” Scientific 
Data 4: 160128, https://doi.org/10.1038/sdata.2016.128 

16. Wei, Z, X Lee, F Aemisegger, M Benetti, M Berkelhammer, M Casado, K Caylor, E Christner, 
C Dyroff, O Garcia, Y Gonzalez, T Griffis, N Kurita, J Liang, M-C Liang, G Lin, D Noone, 
K Gribanov, NC Munksgaard, M Schneider, F Ritter, HC Steen-Larsen, C Vallet-Coulomb, X Wen, 
JS Wright, W Xiao, and K Yoshimura. 2019. “A global database of water vapor isotopes measured 
with high temporal resolution infrared laser spectroscopy.” Scientific Data 6: 180302, 
https://doi.org/10.1038/sdata.2018.302 

17. Holdridge, D, and J Kyrouac. 2013. Atmospheric Radiation Measurement (ARM) user facility. 2013, 
updated hourly. Surface Meteorological Instrumentation (MET), https://doi.org/10.5439/1025220 

18. Steen-Larsen, HC, AE Sveinbjornsdöttir, AJ Peters, V Masson-Delmotte, MP Guishard, G Hsiao, 
JJouzel, D Noone, JK Warren, and JWC White. 2014. “Climatic controls on water vapor deuterium 
excess in the marine boundary layer of the North Atlantic based on 500 days of in situ, continuous 
measurements.” Atmospheric Chemistry and Physics 14(15): 7741–7756, https://doi.org/10.5194/acp-
14-7741-2014 

19. NOAA High Resolution SST data provided by the NOAA/OAR/ESRL PSL, Boulder, Colorado, 
USA, from their Web site at https://psl.noaa.gov/. 

20. Lis, G, LI Wassenaar, and MJ Hendry. 2008. “High-Precision Laser Spectroscopy D/H and 18O/16O 
Measurements of Microliter Natural Water Samples.” Analytical Chemistry 80(1): 287–293, 
https://doi.org/10.1021/ac701716q 

21. Johnson, LR, ZD sharp, J Galewsky, M Strong, AD Van Pelt, F Dong, and D Noone. 2011. 
“Hydrogen isotope correction for laser instrument measurement bias at low water vapor concentration 
using conventional isotope analyses: Application to measurements from Mauna Loa Observatory, 
Hawaii.” Rapid Communications in Mass Spectrometry 25(5): 608–616, 
https://doi.org/10.1002/rcm.4894 

22. Bailey, A, D Noone, M Berkelhammer, HC Steen-Larsen, and P Sato. 2015. “The stability and 
calibration of water vapor isotope ratio measurements during long-term deployments.” Atmospheric 
Measurement Techniques 8(10): 4521–4538, https://doi.org/10.5194/amt-8-4521-2015 

23. Sturm, P, and A Knohl. 2010. “Water vapor δ2H and δ18O measurements using off-axis integrated 
cavity output spectroscopy.” Atmospheric Measurement Techniques 3(1): 67–77, 
https://doi.org/10.5194/amt-3-67-2010 

24. Gröning, M. 2011. “Improved water δ2H and δ18O calibration and calculation of measurement 
uncertainty using a simple software tool.” Rapid Communications in Mass Spectrometry 25(19): 
2711–2720, https://doi.org/10.1002/rcm.5074 

https://doi.org/10.1175/JAS-D-15-0160.1
https://doi.org/10.1038/sdata.2016.128
https://doi.org/10.1038/sdata.2018.302
https://doi.org/10.5439/1025220
https://doi.org/10.5194/acp-14-7741-2014
https://doi.org/10.5194/acp-14-7741-2014
https://doi.org/10.1021/ac701716q
https://doi.org/10.1002/rcm.4894
https://doi.org/10.5194/amt-8-4521-2015
https://doi.org/10.5194/amt-3-67-2010
https://doi.org/10.1002/rcm.5074


J Galewsky, February 2021, DOE/SC-ARM-19-027 

11 

25. Penna, D, B Stenni, M Sanda, S Wrede, TA Bogaard, M Michelini, B Fischer, A Gobbi, N Mantese, 
G Zuecco, M Borga, M Bonazza, M Sobotkova, B Cejkova, and LI Wassenaar. 2012. “Technical 
Note: Evaluation of between-sample memory effects in the analysis of δ2H and δ18O of water 
samples measured by laser spectroscopes.” Hydrology and Earth System Sciences 16(10): 3925–3933, 
https://doi.org/10.5194/hess-16-3925-2012 

26. van Geldern, R, and JAC Barth. 2012. “Optimization of instrument setup and post-run corrections for 
oxygen and hydrogen stable isotope measurements of water by isotope ratio infrared spectroscopy 
(IRIS).” Limnology and Oceanography Methods 10(12): 1024–1036, 
https://doi.org/10.4319/lom.2012.10.1024 

 

https://doi.org/10.5194/hess-16-3925-2012
https://doi.org/10.4319/lom.2012.10.1024


 

 

 


	Acronyms and Abbreviations
	Contents
	Figures
	1.0 Summary
	2.0 Results
	2.1 Data Quality Control
	2.2 Uncertainty Analysis
	2.3 Technical Validation

	3.0 References

