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Introduction

This study is a pat of the Atmospheric Radiation
Measurement (ARM) Program single-column model (SCM)
intercomparison project, which compares the performance
of various SCMs and cloud ensemble models (CEMs) with
ARM intensive observation period (IOP) data sets. The
goa of this project is to improve the representations of
cloud formative/dissipative processes in genera circulation
models (GCMs). The approach of SCMs and CEMSs for
achieving such a goal has been reviewed by Randall et al.
(1996).

A CEM resolves individua clouds and their mesoscale
organization but covers alarge horizontal domain. It allows
severa clouds of various sizes to develop simultaneously
and randomly inside the model domain. Thus, the major
difference between an SCM and a CEM is that cloud
processes are explicitly resolved in a CEM, but must be
parameterized in an SCM. On the other hand, CEMs have
their own parameterizations such as turbulence closure,
cloud microphysics, and radiative transfer. There are still
some uncertainties in CEMs, but they are not involved with
cloud-scale processes that have to be parameterized in an
SCM. Thus, CEMs can be used as a valuable tool for SCMs
to achieve the goal of improving cloud parameterizations in
GCMs (Randall et al. 1996).

The main objectives of this study are 1) to evauate the
performance of the CEM against the July 1995 IOP
observations, 2) to compare the two forcing methods and
two analyses of the same data set, and 3) to examine the
similarities and differences of midlatitude and tropical
cumulus convection. Xu and Randal (1996) simulated
tropical cumulus convection in the eastern tropical Atlantic
region. Some results from that study will be used in the
present study.

Experimental Design

Two sets of simulations were performed with different
methods of prescribing the observed large-scale forcings
(Krueger and Cederwall 1997). One set of simulations (A,

B, and Q) used the conventional Barnes (1964) objective
analysis of the July 1995 IOP data set, performed by
Cederwall’s group at Lawrence Livermore National
Laboratory (LLNL); for simplicity, the LLNL anaysis.
Another set of simulations (D, E, and F) used the
constrained variational analysis performed at the State
University of New York-Stony Brook (SUNY-SB) by
Ming-hua Zhang (the Zhang analysis). In simulations A and
D, the observed total (horizontal plus vertical) advective
forcings are prescribed. The vertical velocity and the
horizontal advective forcings are prescribed in simulations
B and E. In C and E, a nudging procedure was adopted,
which will not be discussed in this study.

The UCLA/CSU CEM

The University of California at Los Angeles/Colorado State
University (UCLA/CSU) CEM (Krueger 1988, Xu and
Krueger 1991, Xu and Randall 1995) is used in this study.
Briefly, the CEM is based on the anelastic system of
dynamical equations with the Coriolis acceleration. The
parameterizations of the model include 1) a third-moment
turbulence closure (Krueger 1988), 2) a three-phase bulk
cloud microphysics (Lin et al. 1983, Lord et al. 1984,
Krueger et al. 1995), and 3) an interactive radiative transfer
(Harshvardhan et al. 1987, Xu and Randall 1995).

Some aspects of the model designs that may impact simu-
lated results are 1) the periodic lateral-boundary conditions,
2) the zero terminal velocity for ice crystals, 3) the lack of
horizontal advection of condensates, 4) the lack of subgrid-
scale cloudiness parameterization, and 5) the method of
prescribing large-scale advective effects. These aspects
have been explained by Xu and Randall (1996). Only the
last aspect will be further addressed in this study.

Results

Comparison Between Analyses

Runs B and E are first presented to compare the
performance of the CEM with the two different analyses of
the July 1995 IOP data. Briefly, the results from these two
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runs exhibit many similarities and differences, in addition to
their overall agreement with observations.

Specifically, the simulated surface precipitation rates in
Runs B and E agree with observations very well (Figure 1),
except for the first half of the IOP for Run B. This is not
surprising because the Zhang analysis employed the
moisture budget balance, whereas the LLNL analysis did
not.
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Figure 1. Time series of observed and simulated
surface precipitation rates, starting from 00Z July 18,
1995.

The simulated precipitable water (Figure 2) shows more
significant differences between the two runs. Only Run E
agrees with observations very well. Such differences have
great impacts on the surface radiative budget. In addition,
the differences shown in Figures 1 and 2 are much greater
than those with different forcing methods (not shown), i.e.,
uncertainties in analyses are much greater and need to be
improved.
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Figure 2. As in Figure 1 but for the domain-averaged
precipitable water.
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On the other hand, the outgoing longwave radiation (OLR)
fluxes in Run B agree with observations dlightly better than
Run E (Figure 3). Thisis somewhat surprising. A careful
examination reveals that upper tropospheric clouds are
better smulated in Run B (not shown). This suggests that
the LLNL analysis has its strength. Its weakness is related
to the smulated intensity of cumulus convection and
soundings.
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Figure 3. As in Figure 1 but for the OLR fluxes.

The agreement of soundings between observations and
simulations is presented with the correlation coefficient
(Figure 4) and the root-mean-square (rms) error (Figure 5).
The correlation coefficient for moisture is mostly in the
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Figure 4. Vertical profiles of correlation coefficient of

water vapor mixing ratio between observations and

simulations.
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Figure 5. As in Figure 4 but for rms errors from
observations of water vapor mixing ratios.

range of 0.6 to 0.8 in either run. However, the rms error in
Run B is much greater than in Run E because of large
underestimates in Run B (also see Figure 2). For
temperature (not shown), the correlation coefficient is
smaller and varies greatly with height (0.3 to 0.9). The rms
errors are mostly between 1.5 K and 3 K, which are much
smaller than those from SCMs.

In summary, the different analyses of the July 1995 10P
data set are used in the CEM simulations. The results show
many similarities, but the differences are not negligible at
all.

Comparison Between Forcing Methods
and with Tropical Cumulus Convection

The new set of comparisons will be focused on 1) quantities
related to the intensity of cumulus convection and
2) between Runs D and E. Statistical properties of CEM
simulated, tropical cumulus convection (Xu and Randall
(1996) are also compared.

The temporal averaged profiles of apparent heat source (Q1)
and apparent moisture sink (Q2; Yanai et al. 1973) are first
compared with observations for those periods with observed
surface precipitation rates over 0.1 mm h' (Figure 6). The
agreements between observations and simulations (D and E)
are, as expected, remarkable. The apparent heat source
profile shows a maximum at 400 mb and a minimum at
900 mb, while that of Q2 shows double maxima at 900 mb
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Figure 6. Vertical profiles of Q1 and Q2 for
convectively active periods of the 10P, observed
versus Runs D and E.

and 500 mb, respectively. The differences between
simulation and observation are dightly larger in Run E than
in Run D at selected levels. The correlation coefficients
between simulated and observed Q1 (Q2) are also dightly
higher in Run D (not shown), i.e., around 0.7 above 800 mb.
These are due to the fact that the feedback of the domain-
averaged soundings on the vertical advective forcings is
allowed in Run E.

The differences of midlatitude from tropica cumulus
convection are distinct (Figures 6 and 7); i.e.,, 1) apparent
cooling below 700 mb, 2) large apparent drying around
500 mb, and 3) higher locations of QI and Q2 maxima.
These differences are due solely to the land-ocean contrasts.
For example, the lower troposphere in the midlatitude is
much drier, which is favorable for evaporation; i.e,
producing cooling and moistening. The diurnal variation of
surface turbulence fluxes in the midlatitude is much greater
than in the Tropics. This favors locally driven convection.
On the other hand, similarity between midlatitude and
tropical cumulus convection is undeniable. The difference
of Q1 and Q2 is postive in the middle and upper
troposphere, but negative in the lower troposphere. Such a
feature is related to the vertical profiles of the moist static
energy and the associated convergence of eddy transports.
The convergences of eddy heat and moisture fluxes (not
shown) are rather similar between tropical and midlatitude
convection throughout the troposphere except for the lowest
200 mb. The turbulent contributions to the convergences
are constrained to the lowest 50 mb in the Tropics, but
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Figure 7. Vertical profiles of Q1 and Q2 for the GATE
simulation G (Xu and Randall 1996).

distributed in the lowest 200 mb. Thisisrelated to the large

variations of the planetary boundary layer depths in the
midlatitude.

The cumulus mass flux (Figure 8a) shows appreciable
differences between Runs D and E, with smaller peak values
in Run D. Similar differences are also apparent in updraft
(Figure 8b) and downdraft mass fluxes (Figure 8c). That is,
the intensity of cumulus convection is dlightly weaker in
Run D than in Run E. This difference is deceiving because
the 18-day mean surface precipitation rates between the two
runs differ by less than 0.02 mm h™. Because the observed
surface precipitation rates are used to classify the
convectively active subperiods, the phase differences
between simulation and observation can account for the
differences seen from Figure 8.

On the other hand, the differences between midlatitude and
tropical cumulus mass fluxes are substantially larger, as far
as the vertical structures are concerned. In the cumulus
mass flux (Figure 8a), downward mass flux is present in the
lowest 200 mb in the midlatitude due to the higher subcloud
layers. The maximum mass flux is aso located in the upper
troposphere. This is due to the weak vertical variation of
the updraft mass flux above 700 mb (Figure 8b) in the
midlatitude. In the Tropics, the largest updraft mass flux are
located between 900 mb and 600 mb, in spite of the fact that
shallow cumulus clouds were well underestimated in Run G
(Xu and Randall 1996). The differences in the downdraft
mass fluxes are related to those of the updraft mass fluxes
because the downdraft mass fluxes are also larger in the
upper troposphere.
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Figure 8. Vertical profiles of (a) cumulus mass flux,
(b) updraft mass flux, and (c) downdraft mass flux.




Summary and Conclusions

The results presented in this study can be summarized as
follows:

1. The CEM simulated results agree reasonably well with
the available observations. The differences between
simulation and observation with the ARM [OP data set
are, however, larger than those of the Tropics.

2. The two anayses of the July 1995 IOP data set have
different strengths and weaknesses for simulating the
Statistical properties of cumulus convection in the
midlatitude with the UCLA/CSU CEM.

3. Different specifications of the large-scale advective
forcings in the CEM have some impacts on the
simulated results, as far as the July 1995 |OP data set is
concerned. However, the impacts are much smaller
than those due to different analyses of the same data
Set.

4. Significant differences exist between tropica and
midlatitude cumulus convection, especialy in the
vertica structures of cumulus mass fluxes, Q1 and Q2.

5. The large variations of the subcloud layers in the
midlatitude also impact the convergences of eddy heat
and moisture transports and subsequently Q1 and Q2.

Further study is under way to examine the impact of the
uncertainties in the observed surface turbulent fluxes on the
simulated cumulus convection. Comparison with SCM
results will be made to further achieve the goal of the ARM
SCM intercomparison project.
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